Identification of linear time-invariant systems based on initial condition responses
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Forced responses are commonly used for system identification, but only initial condition responses may be available when a system has no controllable inputs or forced responses cannot be practically measured. It is therefore meaningful to analyse whether initial condition responses can be used to estimate the system matrix. In this work, the identifiability of the nth order \( (n > 1) \) linear time-invariant systems from initial condition responses is analysed. Systems with only one measurable state (OMS systems) and those with \( n \) measurable states (NMS systems) are considered. Analysis indicates that one initial condition response is not sufficient to uniquely determine the system matrix of an OMS system and \( n \) initial condition responses are necessary. The identifiability of an OMS system with data from \( n \) independent initial condition responses is equivalent to that of an NMS system with only one initial condition response. Explicit formulations and a non-iterative algorithm are developed for both OMS and NMS systems.
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1. Introduction

Mathematical models are widely used in many areas [1–5]. Various methods are available for model parameter estimation, including adaptive or learning methods [6], least-squares estimators [5], the Kalman filter [7] and extended Kalman filter [8]. In spite of the method used, identifiability analysis is important to determine if a model can be uniquely identified [9–12]. Orlov et al. [12] investigated the identifiability of linear time-delay systems and found that the transfer function was identifiable online if a sufficiently non-smooth input signal was applied. Vidal et al. [13] analysed the identifiability of jumped linear systems. It is widely accepted that rich inputs are critical for parameter identification [14,15].

Most existing work has focused on forced responses and paid less attention to initial condition responses. However, a variety of applications such as chemical reactions and diffusions involve processes that have no controllable inputs [16] or the forced responses are not measurable [17]. It is therefore very meaningful to probe the usefulness of initial condition responses in parameter identification. Tadi and Cai [16] developed an iterative algorithm and Wagner [18] used a matrix logarithm to identify system parameters from initial condition responses. These methods, however, require all state variables to
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be measurable. In reality, it is common that only a part of the state variables are measurable [17]. One can easily list numerous examples where sensors for measuring certain variables are either unavailable or impractical for in situ applications. The extreme case would be a system with only one measurable state (OMS). The identification of such systems has rarely been discussed. In this research, the identifiability and identification of the $n$th order ($n > 1$) linear time-invariant (LTI) systems ($\dot{x} = Ax$) are investigated. Both systems with only OMS and those with $n$ measurable states (NMS systems) are considered.

2. Identifiability and identification of system matrix

Consider an LTI system given by

$$\dot{x} = Ax, \quad x \in R^n, \quad A \in R^{n \times n}, \quad x(0) = [x_{10}, x_{20}, \ldots, x_{n0}]^T$$

where, $x$ is a vector of state variables, $x(0)$ is an initial condition vector and $A$ is a full-rank system matrix with $n$ distinct eigenvalues ($\lambda \in \{\lambda_1, \lambda_2, \ldots, \lambda_n\}$).

If $D$ is the diagonal eigenvalue matrix of $A$, $P$ is an eigenvector matrix of $A$ and $Q$ is the inverse of $P$, then

$$A = PDQ = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1n} \\
p_{21} & p_{22} & \cdots & p_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{n1} & p_{n2} & \cdots & p_{nn}
\end{bmatrix} \begin{bmatrix}
\lambda_1 & 0 & \cdots & 0 \\
0 & \lambda_2 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
0 & 0 & \cdots & \lambda_n
\end{bmatrix} \begin{bmatrix}
q_{11} & q_{12} & \cdots & q_{1n} \\
q_{21} & q_{22} & \cdots & q_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
q_{n1} & q_{n2} & \cdots & q_{nn}
\end{bmatrix}$$

(2)

It is clear from Equation (2) that if $D$ and $P$ (or $Q$) are known, $A$ is determined. As $D$ can be estimated from initial condition responses by methods such as the eigensystem realisation algorithm (ERA) [19], estimation of $A$ boils down to estimating eigenvector matrix $P$ (or $Q$). The initial condition response of the system (Equation (1)) is

$$x = e^{At}x(0) = \begin{bmatrix}
p_{11} & p_{12} & \cdots & p_{1n} \\
p_{21} & p_{22} & \cdots & p_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{n1} & p_{n2} & \cdots & p_{nn}
\end{bmatrix} \begin{bmatrix}
e^{\lambda_1 t} & 0 & \cdots & 0 \\
e^{\lambda_2 t} & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
e^{\lambda_n t}
\end{bmatrix} \begin{bmatrix}
q_{11} & q_{12} & \cdots & q_{1n} \\
q_{21} & q_{22} & \cdots & q_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
q_{n1} & q_{n2} & \cdots & q_{nn}
\end{bmatrix} \begin{bmatrix}
x_{10} \\
x_{20} \\
\vdots \\
x_{n0}
\end{bmatrix}$$

(3)

Equation (3) defines a relationship between the initial condition responses and the eigenvectors, which is useful for eigenvector estimation.

2.2. Identifiability and identification of OMS systems

Assume that the $i$th state variable, $x_i$, is measurable. From Equation (3),

$$x_i = \begin{bmatrix}
p_{i1}q_{11} & p_{i1}q_{12} & \cdots & p_{i1}q_{1n} \\
p_{i2}q_{21} & p_{i2}q_{22} & \cdots & p_{i2}q_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{in}q_{n1} & p_{in}q_{n2} & \cdots & p_{in}q_{nn}
\end{bmatrix} \begin{bmatrix}
x_{10} \\
x_{20} \\
\vdots \\
x_{n0}
\end{bmatrix} = \begin{bmatrix}
\varphi_1, \varphi_2, \ldots, \varphi_n
\end{bmatrix}$$

(4)
where $\varphi_k(k = 1, \ldots, n)$ is the coefficient for component $e^{kjets}$. Let

$$V = \begin{pmatrix}
p_{11}q_{11} & p_{11}q_{12} & \cdots & p_{11}q_{1n} \\
p_{12}q_{21} & p_{12}q_{22} & \cdots & p_{12}q_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{1n}q_{n1} & p_{1n}q_{n2} & \cdots & p_{1n}q_{nn}
\end{pmatrix}. \tag{5}$$

If $p_{ij} \neq 0$ for all $j (j = 1, \ldots, n)$, the inverse of matrix $V$ is

$$U = V^{-1} = \begin{pmatrix}
p_{11} & p_{12} & \cdots & p_{1n} \\
p_{11} & p_{12} & \cdots & p_{1n} \\
p_{21} & p_{22} & \cdots & p_{2n} \\
\vdots & \vdots & \ddots & \vdots \\
p_{n1} & p_{n2} & \cdots & p_{nn}
\end{pmatrix}. \tag{6}$$

If $p_{ij} = 0$ for any $j (j = 1, \ldots, n)$, state $x_i$ would not include mode $e^{jit}$ or have a projection in the direction of the corresponding eigenvector; and thus, measurements of $x_i$ alone would not be sufficient to determine all the eigenvectors or $A$.

It is important to note that $U$ (or $V$) is another eigenvector matrix of $A$ since each column vector of $U$ (or row vector of $V$) is just a multiple of the corresponding column vector of $P$ (or row vector of $Q$). Therefore, $A$ can be reconstructed as $A = UDV$, if $U$ or $V$ can be estimated.

When the system eigenvalues are available, coefficient vector $[\varphi_1, \varphi_2, \ldots, \varphi_n]$ has a linear relationship with measurement $x_i$ Equation (4) and can thus be estimated from initial condition response $x_i$. Also, according to Equation (4),

$$V \begin{bmatrix} x_{10} \\ x_{20} \\ \vdots \\ x_{n0} \end{bmatrix} = \begin{bmatrix} \varphi_1 \\ \varphi_2 \\ \vdots \\ \varphi_n \end{bmatrix}. \tag{7}$$

Equation (7) shows that with only one initial condition response (thus one initial condition vector $[x_{10}, x_{20}, \ldots, x_{n0}]^T$ and one estimated coefficient vector $[\varphi_1, \varphi_2, \ldots, \varphi_n]^T$), eigenvector matrix $V$ and thus system matrix $A$ cannot be uniquely determined. This is obvious and can be easily illustrated. For example, the following two second-order systems:

$$\begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} -2 & 2 \\ 1 & -3 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} \tag{8a}$$

$$\begin{bmatrix} \dot{x}_1 \\ \dot{x}_2 \end{bmatrix} = \begin{bmatrix} -6.544837 & 0.879548 \\ -16.043139 & 1.544837 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix}$$

both produce the following $x_2$ response to initial condition $(80, 300)^T$:

$$x_2(t) = 126.6667e^{-t} + 173.3333e^{-4t}. \tag{8b}$$
In other words, the measurement of $x_2$ for one initial condition is insufficient to determine $A$.

If the experiment is repeated $n$ times with a linearly independent initial condition vector each time, eigenvector matrix $V$ becomes solvable as

$$
V = \begin{bmatrix}
\phi_1^1 & \phi_1^2 & \cdots & \phi_1^n \\
\phi_2^1 & \phi_2^2 & \cdots & \phi_2^n \\
\vdots & \vdots & \ddots & \vdots \\
\phi_n^1 & \phi_n^2 & \cdots & \phi_n^n
\end{bmatrix}
\begin{bmatrix}
x_1^0 & x_2^0 & \cdots & x_n^0 \\
x_1^{10} & x_2^{10} & \cdots & x_n^{10} \\
\vdots & \vdots & \ddots & \vdots \\
x_1^{n0} & x_2^{n0} & \cdots & x_n^{n0}
\end{bmatrix}^{-1}
$$

(9)

where $x_j^i$ is the initial condition for the $i$th state variable for the $j$th experiment and $\phi_k^j$ is the coefficient of $e^{\lambda_k t}$ for the $j$th experiment. With the knowledge of $D$, determination of $V$ leads to the determination of $A$ as discussed earlier.

2.1. Identifiability and identification of NMS systems

If all the state variables are measurable, system matrix $A$ can be estimated by the method of Tadi and Cai [16] or that of Wagner [18]. The usefulness of these methods indicates that measured responses of $n$ states to one initial condition vector can be sufficient to determine system matrix $A$. This observed identifiability of NMS systems can be easily verified by the procedures used in this work, which will yield an alternative and non-iterative method for reconstructing system matrix $A$. According to Equation (3),

$$
\begin{bmatrix}
p_{11} \sum_{i=1}^{n} q_{1i} x_i^0 \\
p_{12} \sum_{i=1}^{n} q_{2i} x_i^0 \\
\vdots \\
p_{1n} \sum_{i=1}^{n} q_{ni} x_i^0 \\
p_{21} \sum_{i=1}^{n} q_{1i} x_i^0 \\
p_{22} \sum_{i=1}^{n} q_{2i} x_i^0 \\
\vdots \\
p_{2n} \sum_{i=1}^{n} q_{ni} x_i^0 \\
p_{n1} \sum_{i=1}^{n} q_{1i} x_i^0 \\
p_{n2} \sum_{i=1}^{n} q_{2i} x_i^0 \\
\vdots \\
p_{nn} \sum_{i=1}^{n} q_{ni} x_i^0
\end{bmatrix}
\begin{bmatrix}
e^{\lambda_{1t}} \\
e^{\lambda_{2t}} \\
\vdots \\
e^{\lambda_{nt}}
\end{bmatrix}
= U
\begin{bmatrix}
e^{\lambda_{1t}} \\
e^{\lambda_{2t}} \\
\vdots \\
e^{\lambda_{nt}}
\end{bmatrix}
$$

(10)

In the elements of $U$ in Equation (10), $\sum_{i=1}^{n} q_{ji} x_i^0 (j = 1, \ldots, n)$ are non-zero constants; otherwise, mode $e^{\lambda_j t}$ would not be included and the system order (or the rank of $A$) should be reduced. Because each column vector of $U$ is a constant multiple of the corresponding column vector of $P$ in Equation (2), $U$ is also an eigenvector matrix of $A$. Let $V = U^{-1}$, then $A$ can be reconstructed as $A = UDV$. This establishes that one initial condition response in theory is sufficient to determine the system matrix for a full-rank NMS system. Equation (10) can be used to estimate the eigenvector matrix and consequently system matrix $A$ from measurements.

3. Implementation algorithm

The results presented in the previous section can be implemented as an algorithm for system matrix estimation from initial condition responses with the following major steps.

**Step 1:** Estimating system eigenvalues from initial condition responses.
For a real application, the Hankel matrix can be constructed by using the initial condition responses, and the eigensystem realisation algorithm [19] can be used to compute the system eigenvalues. The discrete-time state space equations can be represented as

\[ x(k + 1) = A_d x(k) = A_d^{k+1} x(0) \] (11)

where \( k \) is the time index of sampled data, \( x \) is the state vector and \( A_d \) is the system matrix in discrete-time form. For an NMS system, the Hankel matrix can be directly constructed as follows [19]:

\[ H(k - 1) = \begin{bmatrix} y(k) & y(k + 1) & \cdots & y(k + s - 1) \\ y(k + 1) & y(k + 2) & \cdots & y(k + s) \\ \vdots & \vdots & \ddots & \vdots \\ y(k + r - 1) & y(k + r) & \cdots & y(k + r + s - 2) \end{bmatrix} \] (12)

where, \( y(k) = x(k) \), \( s \) and \( r \) are the numbers (> \( n \)) of row blocks and column blocks of the Hankel matrix.

For an OMS system, the multiple initial condition responses can be re-arranged into the following system with only one combined initial condition vector:

\[
\begin{bmatrix} x(k + 1)^1 \\ x(k + 1)^2 \\ \vdots \\ x(k + 1)^n \end{bmatrix} = \begin{bmatrix} A_d & 0 & \cdots & 0 \\ 0 & A_d & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_d \end{bmatrix} \begin{bmatrix} x(k)^1 \\ x(k)^2 \\ \vdots \\ x(k)^n \end{bmatrix} = \begin{bmatrix} A_d & 0 & \cdots & 0 \\ 0 & A_d & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ 0 & 0 & \cdots & A_d \end{bmatrix}^{k+1} \begin{bmatrix} x(0)^1 \\ x(0)^2 \\ \vdots \\ x(0)^n \end{bmatrix}
\] (13)

where \( x(k)^j \) is the system state vector at the \( k \)th sampling point of the \( j \)th experiment. Obviously, the eigenvalues of \( A_d \) are included in the eigenvalues of this newly-formed system in Equation (13) except for different multiplicities. According to Juang and Pappa [19], the \( y(k) \) data forming the OMS system Hankel matrix can be the vector of \([y_1^k, y_2^k, \ldots, y_n^k]\) or its transpose, where \( x_{ik}^j \) is the \( k \)th data point of the \( i \)th measured state variable from the \( j \)th initial condition–response experiment.

By singular value decomposition (SVD), \( H(0) = U_H^T \Sigma V_H \), where \( U_H \) is a left singular vector matrix, \( V_H \) is a right singular vector matrix and \( \Sigma \) is a diagonal singular value matrix of \( H(0) \). One realisation for the discrete-time system matrix in Equation (11) or (13) is

\[ A_d = \sum \lambda_i^{-\frac{1}{2}} U_H H(1) V_H^T \sum \lambda_i^{-\frac{1}{2}}. \] (14)

Detailed explanations about the Hankel matrix and ERA can be found in various references [19–22]. If \( z_r = z_r^R + jz_r^I \) is an eigenvalue of \( A_d \), the corresponding eigenvalue for the continuous-time system matrix \( A \) is

\[ \lambda_r = \frac{1}{2\Delta t} \ln[(z_r^R)^2 + (z_r^I)^2] + j \frac{1}{2\Delta t} \tan \frac{z_r^I}{z_r^R} \] (15)

where \( \Delta t \) is the sampling interval and \( j = \sqrt{-1} \).
Step 2: Computing eigenvector matrix.
For an OMS system, the $j$th ($j = 1, \ldots, n$) initial condition responses gives

\[
\begin{pmatrix}
    1 & 1 & \cdots & 1 \\
    e^{\lambda_1 \Delta t} & e^{\lambda_2 \Delta t} & \cdots & e^{\lambda_n \Delta t} \\
    e^{\lambda_1 (2\Delta t)} & e^{\lambda_2 (2\Delta t)} & \cdots & e^{\lambda_n (2\Delta t)} \\
    \vdots & \vdots & \ddots & \vdots \\
    e^{\lambda_1 (N\Delta t)} & e^{\lambda_2 (N\Delta t)} & \cdots & e^{\lambda_n (N\Delta t)}
\end{pmatrix}
\begin{bmatrix}
\varphi_1^j \\
\varphi_2^j \\
\vdots \\
\varphi_n^j
\end{bmatrix}
= 
\begin{bmatrix}
    x_j^{(0)} \\
    x_j^{(\Delta t)} \\
    \vdots \\
    x_j^{((N\Delta t))}
\end{bmatrix}
\tag{16}
\]

where $N > n - 1$ is the number of sampled data points. Equation (16) can be solved for the coefficient vector $[\varphi_1^j, \varphi_2^j, \ldots, \varphi_n^j]^T$. With $n$ coefficient vectors solved from $n$ initial-condition responses, an eigenvector matrix can be determined by Equation (9). $N = n - 1$ is theoretically sufficient for solving Equation (16), but in practice, a larger $N$ is preferred. $N > n - 1$ will lead to an over-determined system and a least-squares solution for Equation (16), which will help reduce the influence of noise in the measurements.

For an NMS system, the elements of eigenvector matrix

\[
U = 
\begin{pmatrix}
    u_{11} & u_{12} & \cdots & u_{1n} \\
    u_{21} & u_{22} & \cdots & u_{2n} \\
    \vdots & \vdots & \ddots & \vdots \\
    u_{n1} & u_{n2} & \cdots & u_{nn}
\end{pmatrix}
\]

can be solved from

\[
\begin{pmatrix}
    1 & 1 & \cdots & 1 \\
    e^{\lambda_1 \Delta t} & e^{\lambda_2 \Delta t} & \cdots & e^{\lambda_n \Delta t} \\
    e^{\lambda_1 (2\Delta t)} & e^{\lambda_2 (2\Delta t)} & \cdots & e^{\lambda_n (2\Delta t)} \\
    \vdots & \vdots & \ddots & \vdots \\
    e^{\lambda_1 (N\Delta t)} & e^{\lambda_2 (N\Delta t)} & \cdots & e^{\lambda_n (N\Delta t)}
\end{pmatrix}
\begin{bmatrix}
u_{j1} \\
u_{j2} \\
\vdots \\
u_{jn}
\end{bmatrix} = 
\begin{bmatrix}
x_j^{(0)} \\
x_j^{(\Delta t)} \\
\vdots \\
x_j^{((N\Delta t))}
\end{bmatrix}
\tag{17}
\]

where $j$ is the index of state variables.

Step 3: Constructing the system matrix.

Compute the inverse of the eigenvector matrix determined in Step 2, $U = V^{-1}$ or $V = U^{-1}$. The system matrix $A$ can be uniquely reconstructed as

\[
A = UDV
\tag{18}
\]

where $D$ is the diagonal eigenvalue matrix of $A$ from Step 1.

4. Illustrative examples

4.1. System with OMS

Assume that the system matrix for a third-order system is

\[
A = 
\begin{bmatrix}
    9.2000 & 1.1000 & 3.3000 \\
    -2.5000 & 4.5000 & 6.2000 \\
    1.8000 & 1.0000 & 6.5000
\end{bmatrix}
\]
Also assume that the third state variable is measurable and three initial condition vectors are given by

\[
X(0) = \begin{bmatrix}
48.8600 & 22.6200 & 31.7600 \\
94.5800 & 60.0500 & 58.7400 \\
29.1300 & 79.4500 & 54.5900
\end{bmatrix}
\]

where each row vector is the initial condition for one experiment. The Runge–Kutta algorithm was used to generate the initial condition responses.

**Step 1:** By using the ERA, the system eigenvalues computed from the initial condition responses are

\[
\lambda = \begin{bmatrix}
-10.5541 \\
-5.5346 \\
4.8887
\end{bmatrix}
\]

**Step 2:** The coefficients for \(e^{\lambda t}\) are computed from Equation (16) as

\[
\varphi = \begin{bmatrix}
3.3347 & 7.9387 & 10.3953 \\
37.4198 & 68.8983 & 38.3831 \\
-8.9945 & -18.0970 & 5.8115
\end{bmatrix}
\]

According to Equation (9), eigenvector matrix \(V\) is found as

\[
V = \begin{bmatrix}
3.3347 & 7.9387 & 10.3953 \\
37.4198 & 68.8983 & 38.3831 \\
-8.9945 & -18.0970 & 5.8115
\end{bmatrix}^{-1} \begin{bmatrix}
48.8600 & 22.6200 & 31.7600 \\
94.5800 & 60.0500 & 58.7400 \\
29.1300 & 79.4500 & 54.5900
\end{bmatrix}^{-1}
\]

\[
= \begin{bmatrix}
0.3347 & 0.7938 & 1.0395 \\
0.3742 & 0.6889 & 0.3838 \\
-0.0899 & -0.1809 & 0.0511
\end{bmatrix}
\]

**Step 3:** Finally the system matrix is

\[
A = V^{-1}DV = \begin{bmatrix}
-9.2000 & 1.1000 & 3.3000 \\
-2.5000 & 4.5000 & 6.2000 \\
1.8000 & 1.0000 & -6.5000
\end{bmatrix}
\]

Obviously, the exact \(A\) matrix is recovered from the initial condition responses.

### 4.2. System with a measurable state (NMS)

Use the same system as the one used in the OMS example above and assume that the initial condition vector is

\[
x(0) = \begin{bmatrix}
48.8600 & 22.6200 & 31.7600
\end{bmatrix}
\]

Again, the Runge–Kutta algorithm was used to generate the initial condition response.
Step 1: By using the ERA, the estimated system eigenvalues are

\[
\lambda = \begin{bmatrix}
-10.5541 \\
-5.5346 \\
4.8887
\end{bmatrix}.
\]

Step 2: By Equation (17), the estimated eigenvector matrix \( U \) is

\[
U = \begin{bmatrix}
3.2847 & 16.6628 & 28.9126 \\
32.0656 & 6.4715 & -15.9171 \\
3.3347 & -8.9945 & 37.4198
\end{bmatrix}.
\]

Step 3: The estimated system matrix is

\[
A = UDU^{-1} = \begin{bmatrix}
-9.2000 & 1.1000 & 3.3000 \\
-2.5000 & 4.5000 & 6.2000 \\
1.8000 & 1.0000 & -6.5000
\end{bmatrix},
\]

which again is precisely the true \( A \) matrix.

5. Discussions

As analysed in Section 2, it is impossible to identify the \( n^2 \) parameters of an OMS system by using only data of one initial condition response. With additional constraints introduced by \( n \) independent initial condition responses, however, an OMS system becomes identifiable. Different from OMS systems, NMS systems are identifiable with only one initial condition response. Actually, initial condition responses of LTI systems are the sum of multiple exponential functions. The responses span an \( n \)-dimensional space or have \( n \) different eigenvalues. Each response has \( n - 1 \) independent coefficients for \( e^{\lambda t} \), the sum of which is equal to the initial condition. The number of the independent variables that define these multiple exponential responses is \( k = n + (n - 1) \times p \), where \( n \) is the order of the system and \( p \) is the number of responses. When \( p = n \), \( k = n^2 \). From this viewpoint, the identifiability of OMS systems with \( n \) initial condition responses is equivalent to NMS systems with one initial condition response.

For some systems or processes, one or more state variables may be continually measured at short sampling intervals while the other state variables may only be measured much less frequently. Under these conditions, there is no need to repeat the experiment \( n \) times, since response data starting from each time point at which all state variables are measured form a new initial condition response.

The algorithm put forth in Section 3 is non-iterative. As a result, the computational speed is high and the algorithm does not suffer from local-minimum issues. With noise, the ERA may give some additional eigenvalues, which are usually very small or have unreasonable damping coefficients. Stabilisation diagrams can usually be used to differentiate them from the real system eigenvalues [23,24]. Other techniques can also be used to estimate system eigenvalues [25–29]. Furthermore, the derivations are based on the assumption of distinct eigenvalues. If two estimated eigenvalues are close but resolvable by the measured data and the estimation algorithm, they are unlikely to cause problems for
the solution of Equations (16) and (17). Nonetheless, this needs to be further analysed. Overall, the numerical stability of the algorithm needs further investigation.

6. Conclusion

The identifiability of the system matrix from initial condition responses is analysed for systems with OMS or NMS. One initial condition response is insufficient to determine the \( n^2 \) \((n > 1)\) unknown parameters of OMS systems. OMS systems require data of \( n \) initial condition responses to determine the system matrices, while NMS systems need only one response. With the help of the eigensystem realisation algorithm, the formulations developed in this research might be used to determine the system matrices from initial condition responses for both OMS and NMS systems. The numerical stability of the algorithm under noise conditions needs further investigation.
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